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Abstract

The world is about to be swamped by an unprecedented wave of Al-generated content. We need reliable ways of identifying
such content, to supplement the many existing social institutions that enable trust between people and organisations and
ensure social resilience. In this paper, we begin by highlighting an important new development: providers of Al content
generators have new obligations to support the creation of reliable detectors for the content they generate. These new obli-
gations arise mainly from the EU’s newly-finalised Al Act, but they are enhanced by the US President’s recent Executive
Order on Al and by several considerations of self-interest. These new steps towards reliable detection mechanisms are by
no means a panacea—but we argue they will usher in a new adversarial landscape, in which reliable methods for identify-
ing Al-generated content are commonly available. In this landscape, many new questions arise for policymakers. Firstly, if
reliable Al-content detection mechanisms are available, who should be required to use them? And how should they be used?
We argue new duties arise for media companies, and for Web search companies, in the deployment of Al-content detectors.
Secondly, what broader regulation of the tech ecosystem will maximise the likelihood of reliable Al-content detectors? We
argue for a range of new duties, relating to provenance-authentication protocols, open-source Al generators, and support for
research and enforcement. Along the way, we consider how the production of Al-generated content relates to ‘free expres-
sion’, and discuss the important case of content that is generated jointly by humans and Als.
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Introduction

The Web, and the world beyond it, are about to be
swamped by a wave of Al-generated content. Al text gen-
eration systems, such as GPT-4 (OpenAl, 2023) Gemini
(Google, 2024), Llama (Touvron et al., 2023), Falcon
(UAE TII, 2023) and Mixtral (Jiang et al., 2024), are
becoming widely used to produce textual content in a vari-
ety of domains, such as news (Newsguard, 2024), business
reviews (Berry, 2024), academia (Originality, 2024) and
culture (Notopoulos, 2024), in an extensive range of lan-
guages (see e.g. Fernandes, 2023). Al image generation
systems, such as Dall-E (OpenAl, 2021) and MidJourney
(Midjourney, Inc., 2022) are producing huge volumes of
Al-generated content online (see e.g. Valyaeva, 2023),
and are radically changing workflows for human graphic
designers (see e.g. HackerNoon, 2023). Images seem likely
soon to be followed by Al video generation, such as Sora
(OpenAl, 2024).

The widespread adoption of Al content-generation tech-
nologies brings many benefits (see Dell’Acqua et al., 2023;
Candelon et al., 2023 for balanced reviews). However, this
proliferation of Al-generated content also presents signifi-
cant challenges. As Al generation systems improve, it will
become increasingly difficult for human consumers of con-
tent to accurately tell whether an item of content was pro-
duced by a person or an Al system, or some combination
of the two. This poses a brand new authentication problem:
as the differences between Al-generated and human-gen-
erated content decrease, it becomes intrinsically harder to
adjudicate individual cases.

Why do we need to know whether an item was gener-
ated by a person or an AI? Importantly, the reasons don’t
hinge on the guality of the content. Human-generated
content and Al-generated content can both vary enor-
mously in quality. In the right contexts, both humans and
Als can produce useful, truthful, informative content; in
other contexts, both humans and Als are capable of pro-
ducing harmful, misleading, inaccurate content. The rea-
sons rather hinge on the role of Al content generation as a
social practice. Communication between humans through
the creation of enduring content (text, images and other
media) is fundamental to the ordering of our societies:
human-generated content plays a central role in the crea-
tion and enforcement of laws, in education and training, in
the dissemination of news and opinion, in the organisation
of political debates and democratic processes, in the for-
mation and transmission of culture. In all these contexts,
societies have developed resilient institutions that allow
citizens to have confidence in human-generated content:
from educational providers that certify individuals as
reputable content providers in specific domains, to laws
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governing the broadcasting of content and the function-
ing of political debates, to conventions about the rule of
law. Al-generated content escapes many of our existing
institutions.

Al content generation escapes existing institutions in
two main ways. Firstly, it lets people deliver content they
didn’t produce, and maybe don’t even understand. In many
cases they may not even have seen or read it. In educational
settings, this undermines traditional assessment practices,
and disrupts current accreditation systems. It also appears
to be impacting academic review processes (see Liang
et al., 2024). In the professional world, Al content genera-
tion undermines the processes through which people and
organisations acquire reputations for reliable work. In all
these cases, Al threatens breakdowns of social trust. Sec-
ondly, Al lets people proliferate content. A single person can
produce vastly more content than before, including content
carefully tailored to specific audiences. This allows indi-
viduals to exert new and unprecedented influences on public
discussions. The new influences in political discussions are
particularly concerning: the recent deepfake of Joe Biden’s
voice (NBC, 2024) provides a taste of what is now possible.
Organisations can similarly increase their capacity to pro-
duce content with generative Al, so organisations also have
new powers of influence on public discussions. The fact that
public discussions increasingly happen online amplifies the
effects of these new abilities to proliferate content, and to
add coherently to existing content. And Al-generated con-
tent is known to have effects in changing consumers’ senti-
ment; see for instance Jakesch et al. (2023).

In short, Al content generation systems can pose serious
threats to social stability, and especially to political stabil-
ity. 2024 will see democratic elections taking place across
the globe, so these threats are immediate. To counter these
threats, we need to extend the institutions that currently
govern content creation, to make provisions for generative
Al The crucial extension is to provide methods of reliably
identifying Al-generated content, and reliably distinguish-
ing it from human-generated content. Finding such meth-
ods involves tackling several related questions, which bear
on technical and legal mechanisms, but also on economics
and company incentives, and on the operation of the open-
source ecosystem. In two recent papers (GPAI, 2023; Knott
et al., 2023) we reviewed these questions, and argued that
the best way to obtain reliable mechanisms for detecting
Al-generated content is to place responsibility for the pro-
vision of these mechanisms with the organisations (princi-
pally companies) that build and deploy generative Al tools.
Specifically, we proposed that any agency that creates an Al
content generator must be required to demonstrate a reliable
detection mechanism for the content that generator produces,
as a condition of its use by the public—and to make the
detection mechanism publicly available (as a closed-source
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tool) on its release. See GPAI (2023); Knott et al. (2023)
for details of this proposal. (We will discuss what counts as
‘reliable’ later in the paper.)

Our proposal, along with some allied efforts we will dis-
cuss, had good traction with policymakers in the EU and
the US: it was influential in shaping some new legal and
organisational directives for generative Al providers. In the
second section of this paper, we will review these new direc-
tives. In the third section, we take stock of the new land-
scape for Al-generated content detection which these new
directives set up. The directives are certainly not a panacea.
Instead, we argue they set the stage for an ongoing ‘arms
race’, between providers of Al content detectors (both inside
and outside generator companies) and actors who seek to
evade detection. In this new landscape, we expect that reli-
able methods for discriminating between Al-generated and
natural or human-generated content will sometimes—per-
haps often—be available.

This analysis prompts two new sets of questions for poli-
cymakers. Firstly, if reliable methods exist for identifying
Al-generated content, who should use these methods? And
how should they be used? We consider these questions in the
fourth section of the paper, and conclude with some recom-
mendations about new rules for media companies, and per-
haps for Web search companies. Secondly, what policy steps
can be taken to intervene in the arms race between providers
and evaders of Al-content identification systems, to ensure
that reliable identification methods are widely and frequently
available? We consider this question in the fifth section of
the paper, and conclude with recommendations about several
aspects of the broader information ecosystem.

New imperatives on Al providers
regarding Al-generated content
identification

Obligations imposed by the EU’s Al Act

The EU’s Al Act, whose final text has recently been agreed
(see e.g. EU/FLI, 2024), explicitly recognises the potential
of Al-generated content to destabilise society, and the role
Al providers should play to prevent this. As stated in Recital
70a:

A variety of Al systems can generate large quantities
of synthetic content that becomes increasingly hard
for humans to distinguish from human-generated and
authentic content. The wide availability and increasing
capabilities of those systems have a significant impact
on the integrity and trust in the information ecosystem
(...) In the light of those impacts, (...) it is appropri-
ate to require providers of those systems to embed

technical solutions that enable marking in a machine
readable format and detection that the output has been
generated or manipulated by an Al system and not a
human. Such techniques and methods should be suf-
ficiently reliable, interoperable, effective and robust as
far as this is technically feasible, taking into account
available techniques or a combination of such tech-
niques, such as watermarks, metadata identifications,
cryptographic methods for proving provenance and
authenticity of content, logging methods (...)

The Act imposes some clear obligations on providers,
which are stated in Article 52.1(a):

Providers of Al systems, including [General-Purpose
Al] systems, generating synthetic audio, image, video
or text content, shall ensure the outputs of the Al sys-
tem are marked in a machine-readable format and
detectable as artificially generated or manipulated.
Providers shall ensure their technical solutions are
effective, interoperable, robust and reliable as far as
this is technically feasible, taking into account spe-
cificities and limitations of different types of content,
costs of implementation and the generally acknowl-
edged state-of-the-art, as may be reflected in relevant
technical standards. This obligation shall not apply to
the extent the Al systems perform an assistive function
for standard editing or do not substantially alter the
input data provided by the deployer or the semantics
thereof, or where authorised by law to detect, prevent,
investigate and prosecute criminal offences.

Four comments are useful here. Firstly, obligations about
content detection are only imposed for Al systems that gen-
erate substantially new content; systems that make minor
changes to existing content are sensibly exempted.

Secondly, obligations are subject to considerations of
cost and technical feasibility, and reference is made to cer-
tain types of content where technical challenges are higher.
(Watermarking is more challenging for textual content than
for images, for instance, as discussed by Srinivasan, 2024.)

Thirdly, note that the EU directive only refers to specific
detection mechanisms (like watermarking) as examples of
mechanisms that could function to support detection. The
directive itself is rightly more general, accommodating the
possibility that detection mechanisms may need to change
as technology advances. Note that Recital 70a usefully refers
to ‘logging methods’, which are a promising alternative to
watermarking, but have received less attention. In these
methods, the provider of the Al generator keeps a private log
of content it generates (see Krishna et al., 2023 for the origi-
nal proposal). A detector for the Al-generated content can
then be implemented very simply as a plagiarism detector
for content in this log, using mature Information Retrieval
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technology. Further discussion of possible detection mecha-
nisms, along with their pros and cons, is provided in Knott
etal. (2023).!

Finally, the mechanisms foreseen for detection include
mechanisms for proving provenance (at least in Recital
70a). The issue of provenance detection is broader than
the issue of Al-generated content detection: several groups
have suggested that the problems of Al-generated con-
tent are best addressed by a broader protocol that allows
human-generated content to be positively authenticated.
That proposal is particularly associated with the Content
Authenticity Initiative and Project Origin, whose efforts are
unified in the C2PA standard. The aim is that this stand-
ard is adopted throughout the ecosystem for capturing or
generating, transforming, transmitting and viewing content.
The standard could be adopted by camera manufacturers,
for instance, to embed information about when and where a
photo or video was recorded, or by broadcasters and other
media organisations, to retain this embedded information. Of
course these wider obligations don’t belong in a piece of leg-
islation about Al—but it is useful that the AI Act mentions
the provenance-authentication proposal in a recital accom-
panying obligations on generative Al providers to support
detection. We will consider broader legislation supporting
provenance-authentication later in this paper. (For now,,
we will use the term ‘content identification’ to encompass
both focussed Al-content detection and broader provenance-
tracking schemes.)

Guidance from biden’s executive order on Al

In the US, President Biden issued an Executive Order ‘on
the Safe, Secure, and Trustworthy Development and Use
of AT’ in October last year. This order followed a Senate
Judiciary Enquiry on ‘Oversight of AI’, at which two of our
co-authors (Yoshua Bengio and Stuart Russell) gave evi-
dence (alongside Dario Amodei from Anthropic). Much of
the conversation at this Enquiry was about Al-generated
content identification—and again, the methods discussed
included mechanisms focussed specifically on Al-generated
content detection tools, and broader protocols for tracking
the provenance of all content, whether human- or Al-gener-
ated. The Executive Order aims to strengthen public trust in
the authenticity of government communications, and more
generally, to tackle disinformation. To these ends, it asks for
areview of work on Al content detection in Sect. 4.5.(a):

! It is worth noting that combinations of different detection mecha-
nisms are likely to be particularly effective in delivering reliable
detectors. Ensemble techniques for classification are likely to be
beneficial here, just as they are elsewhere in machine learning (Zhou
et al., 2014). We feel such ensemble methods are not yet widely
enough discussed in relation to Al-content detection.

@ Springer

the Secretary of Commerce (...) shall submit a report
(...) identifying the existing standards, tools, methods,
and practices, as well as the potential development
of further science-backed standards and techniques,
for (...) (ii) labeling synthetic content, such as using
watermarking; (iii) detecting synthetic content (...)

and for guidance about both detection and provenance-
authentication in Sect. 4.5.(b):

the Secretary of Commerce, in coordination with the
Director of OMB [the Office of Management and
Budget], shall develop guidance regarding the existing
tools and practices for digital content authentication
and synthetic content detection measures (...)

In Sect. 10.1.(b) (viii)(c), the Director of OMB is addi-
tionally tasked with making.

recommendations to [executive departments and]
agencies regarding (...) reasonable steps to watermark
or otherwise label output from generative Al[.]

These actions don’t impose legal obligations on com-
panies, but they directly impact government procurement
processes, and create expectations that may have impacts
in civil lawsuits.

Obligations arising from the self-interest of Al
providers

Alongside external guidance from policymakers, some new
research findings give generative Al providers strong incen-
tives of their own to support the detection of Al-generated
content. If an Al generator retrains on the content it pro-
duced itself, its quality deteriorates substantially: a phe-
nomenon termed ‘model’, first reported by Shumailov et al.
(2023) and now receiving much attention (see e.g. Dohma-
tob et al., 2024a, 2024b). Al providers therefore have good
reason to exclude Al-generated content from their training
sets—and thus have good incentives to be able to identify
such content reliably. Note that providers also have separate
(positive) incentives to identify text from their own genera-
tors, to gauge uptake of their systems, which is a commer-
cially important measure of performance.

Of course, companies may not want to impose a blanket
ban on Al-generated training items. There are several situ-
ations where Al-generated training items can help address
issues in the dataset, such as data scarcity and bias (see e.g.
de Wilde et al., 2024), and to augment data quality (for
instance by removing noise, normalising, or increasing
resolution). These directed uses of Al-content can be very
beneficial; model collapse arises when the model’s training
set is indiscriminately extended with Al-content.
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Summary

Taken together, the new legal requirements about to be
imposed in the EU, the recent guidance from Biden’s Execu-
tive Order, and recently-recognised considerations of cor-
porate self-interest allow us to confidently anticipate new
initiatives from companies in support of Al content detec-
tion. The very recent ‘Munich accord’ in which 20 of the
leading tech companies pledge to ‘work together to detect
and counter harmful AI content’ in this year’s elections
(Munich, 2024) is some testament to this. The implementa-
tion and enforcement of these new initiatives will of course
be challenging: we will review the main challenges in the
next section.

Of the obligations discussed in the current section, we
should note that by far the most stringent are those imposed
by the EU, which require providers operating in the EU
market to support detection mechanisms. As an aside, the
largest Al generator companies, which will be centre stage
for EU regulators, may sometimes deploy the same genera-
tors beyond the EU as within it. For detection methods that
are built into generators, this may mean that EU-mandated
support for detection will naturally extend to jurisdictions
outside the EU. We feel there are good prospects for a ‘Brus-
sels effect’ in this area, as has been found in other areas of
EU tech legislation (Bradford, 2020).

The new adversarial landscape for Al
content identification

In the previous section, we reviewed a range of new obliga-
tions on providers of Al generators, to support reliable meth-
ods for identifying the content their systems generate. These
obligations should prompt great improvements in the quality
of methods for identifying Al-generated content—especially
given the ‘Brussels effect’ we anticipated above. If the big
Al companies fully engage with the goal of creating reliable
detectors, we can expect reliable detectors to emerge, which
are serviceable in the EU and some way beyond. Note that
reliable detectors can also be expected to emerge from time
to time even without support from providers. For instance,
the recent methods for detecting images generated by stable
diffusion (see Wang et al., 2023; Zhang and Xu, 2023) are
impressively reliable; recent zero-shot methods for detect-
ing LLM-generated text (e.g. Hans et al., 2024; Su et al.,
2023) also show some promise, as do models fine-tuned for
specific domains (see e.g. Veselovsky et al., 2023).

Of course, these are just the opening moves in a new, and
doubtless ongoing, adversarial process. Any reliable method
for Al-content detection, whether supported by providers,
or developed externally, will trigger responses from actors

who wish to evade detection. For detectors that rely on find-
ing differences between Al-generated and ‘natural’ content,
there is an obvious point of attack: as noted by Majovsky
et al. (2024), any identified difference can immediately serve
as an error term to train a new generator that eliminates
exactly that difference. Detectors can also be attacked by
manipulating Al-generated content, so it evades detection.
For instance, changing some of the words in a generated text
can destroy watermarks added by a generator (see e.g. Sada-
sivan et al., 2023). Automated tools for modifying images, or
paraphrasing texts, can likewise defeat detectors.” An early
summary of this adversarial landscape is given by Crothers
et al., (2023); a more recent summary is provided in a recent
report by the Forum for Information and Democracy (FID,
2024 Ch1 Sect. 1.5).

Fortunately, the drafters of the Al Act have anticipated
these adversarial responses. Article 52.1(a) requires that
Al company support for detection mechanisms be adequate
given ‘the generally acknowledged state-of-the-art’, which
should certainly be understood to include known adversarial
techniques. The AI Act can therefore be seen as defining
providers’ obligations in the ‘arms race’ which is now get-
ting underway between the creators of detector tools (both
within generator companies and beyond) and those attempt-
ing to evade detection. The picture is complicated by actors
who are reluctant to comply with existing rules, or unaware
of these rules. The open-source software ecosystem poses
some special challenges, both for enforcement of rules and
in providing platforms for exploring adversarial strategies
(as we will discuss further below). Whenever current meth-
ods for identifying Al content are defeated, this will prompt
the development of improved methods. It may be at certain
points that the evaders have the upper hand, and Al provid-
ers must work to find new ways of meeting their obligations.
(Again, the Al Act provides for this contingency, by mak-
ing providers’ obligations subject to ‘technical feasibility’.)
Of course, arms races are nothing new for tech companies:
Google has an ongoing battle with search engine optimisers
(see e.g. Davis, 2006); social media companies have similar
battles with purveyors of harmful content (see e.g. Founta
et al., 2019). But it is useful to clearly identify the battle that
is newly emerging between providers of Al-content detectors
and those aiming to evade detection.

In this new adversarial and dynamic context, we foresee
several new questions for policymakers. Firstly, if reliable
methods for identifying Al-generated content are available
at a given moment, who should make use of them? And how
should they be properly used? We will consider those ques-
tions in the next section. Secondly, what can policymakers

2 Logging methods appear more resilient to paraphrase attacks, how-
ever, as reported by Krishna et al. (2023).
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do to stack the arms race in favour of reliable detection
mechanisms? We will consider that question in the section
after that.

When reliable Al-content identification
methods become available, who should
make use of them?

In this section, we will consider a scenario where reliable
methods for identifying Al-generated content are available.
In this scenario, policymakers need to determine who should
make use of these reliable methods, and what constitutes
their proper use.

A key consideration for policymakers relates to the incen-
tives that ensure the proper use of identification methods
within the information ecosystem. We begin by arguing that
many organisations in society will naturally adopt reliable
methods as they become available, as an organic extension
of their existing mechanisms for maintaining reputation
and trustworthiness amongst those they interact with. We
then consider the case of media organisations. We argue
that some of these organisations aren’t naturally motivated
to adopt systematic Al-generated content identification poli-
cies, and hence should be required to do so by law. We con-
sider various ways media companies could moderate the
Al-generated content they detect. We conclude by surveying
the many risks that arise in the process of identifying and
moderating Al-generated content, and consider how policies
can balance these against the risks arising from proliferation
of Al content.

Free-market incentives to use reliable Al-content
identification methods

As we discussed in the first section, Al content generation
lets people deliver work that is not their own, that they may
have had minimal involvement in, and may not have thor-
oughly checked. (We are thinking particularly here of Al-
generated fext, where the process of checking or vetting can
require a considerable amount of human work.) This creates
potential accountability gaps in any organisation where con-
tent is to be produced. For instance, in educational institu-
tions, students can deliver work they didn’t produce or don’t
fully understand, which threatens the accreditations these
institutions provide. In the professional world, workers can
likewise deliver content they didn’t produce, and can’t fully
vouch for, which threatens to undermine the credibility of
individuals, and more importantly of whole organisations.
These problems are exacerbated by the tendency of Al
generators to ‘hallucinate’ (see e.g. Rawte et al., 2023). This
tendency can be mitigated in various ways (see e.g. Tonmoy
et al., 2024), but it is still an inherent feature in systems
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that are optimised on the surface form of training items,
rather than on more abstract measures of meaning. But even
disregarding hallucinations, there is a deeper problem: Al
content generation potentially lets human providers ‘fall out
of the loop’ in a professional relationship (see e.g. Zerilli
et al., 2019). There is no guarantee that services are being
provided by the people or companies who are contracted to
do the work. Again, this leads to a huge accountability gap.

If reliable ways of identifying Al-generated content
become available, we believe the principles that govern
competition in free market economies will suffice to lead
many institutions to adopt them.? Schools and universities
will make use of them in certain assessment contexts. Com-
panies that believe that the involvement of human beings
has a significant impact on the quality of their output will
use them in new vetting procedures. Of course, Al content
generators will continue to be used in all institutions: they
provide a myriad of new productivity-enhancing methods.
Al-generated content identifiers will simply be incorporated
into institutions’ existing methods for creating trust and pre-
serving reputation. For instance, if a student submits work
that is identified as Al-generated, the teacher may engage in
additional interactions with the student, to check the content
is understood; if a professional submits work identified as
Al-generated, the assessor may likewise ask further ques-
tions. The key idea is simply that Al-generated content must
be treated in certain special ways, befitting its origin.

Proposed rules for media companies

As we also discussed in the first section, Al content genera-
tion also allows people to proliferate content more than was
previously possible, allowing content that is untethered from
traditional human production processes to flow in large vol-
umes into society. The mechanisms for disseminating con-
tent in society can be thought of as the ‘media’, very broadly
speaking, so we believe these organisations have important
new roles in deploying reliable Al-generated content identi-
fiers, if these are available. We will consider ‘mainstream
media’ and ‘social media’ separately. We will also consider
Web search companies, which are also involved in dissemi-
nating information.

Mainstream media companies

Mainstream media companies include traditional newspa-
pers and radio and TV broadcasters. Al-generated content
is finding its way into these venues in various forms: for
instance in print articles (see e.g. Farhi, 2023), photos (see

3 We must of course ensure that identification methods are afford-
able. We discuss the cost of identification methods later in the paper.
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e.g. Oremus & Verma, 2023), and even video and audio
content (see e.g. Stokel-Walker, 2023).

Mainstream media providers’ business models certainly
rely on reputation and trust, and we presume most such pro-
viders only include Al-generated content unintentionally.
These providers certainly have an interest in using reliable
Al-generated content identifiers if they are available. But
many mainstream media providers are proving to be slow
in adapting to the new Al world, and could benefit from
guidance. Given that these providers disseminate content
in large volumes to the wider public, we suggest they have
a moral duty to use reliable content identifiers when these
are available—and to use them systematically, so that all
content they disseminate is checked. If content identifiers
are affordable and run automatically, this filter should be
minimally intrusive for companies—and would help to pre-
serve their reputation in a world where Al-generated content
is proliferating.

In most cases, we think it should be possible for media
companies to disseminate Al-generated content, if this is
clearly flagged as such. A flag would indicate, minimally,
that the media outlet is aware that the flagged content is Al-
generated, and can therefore be expected to have undertaken
the kind of actions needed to preserve its reputation as a
trustworthy provider. In fact there are some new companies
that explicitly position themselves as providers of Al-gener-
ated content—in particular for local news: see for example
NewsCorp’s Data Local (Meade, 2023) and the UK’s Radar
News. The important thing is that these companies indicate
clearly to their consumers that their content is Al-generated.
The obligation to treat this content with due caution then
falls on those who consume this content.

There may be some types of Al content where stronger
obligations are appropriate. For instance, the Paris Char-
ter on Al and Journalism (PAIJ, 2023) takes a stronger line
on multimodal content ‘mimicking real-world captures and
recordings or realistically impersonating actual individuals’.
The Charter recommends that outlets should refrain from
using content of this kind. This proposed policy draws a very
clear line between authentically captured content and syn-
thetically created content. We feel that stronger moderation
policies may indeed be required for Al content that convinc-
ingly appears to have been recorded directly from the world.

If media providers have a moral duty to check for and
appropriately moderate Al-generated content, we can ask
whether this duty should also be encoded in law. It is likely
that different jurisdictions will take different approaches
here. For instance, US law places strong emphasis on free-
dom of the press, while laws in European countries often
define conditions on this freedom (see e.g. Tenorio, 2013).
But the practical outcomes of press regulation are often
more similar across jurisdictions than one might think
(see e.g. Heller & van Hoboken, 2019): for instance, child

pornography is illegal everywhere. Clearly, the category of
Al-generated content would require a much more nuanced
moderation policy. Nonetheless, we believe there may be
mechanisms in many jurisdictions for encoding rules about
Al-generated content, and we recommend policymakers
consider such rules.

In relation to existing rules: the EU’s Al Act does in fact
envisage a ‘disclosure obligation’ on the publishers of ‘Al-
generated or manipulated text’ (in Recital 70b). This obliga-
tion appears to be waived if the Al content ‘has undergone
a process of human review or editorial control and a natural
or legal person holds editorial responsibility for the publica-
tion of the content’. We think even in this case, there should
be an obligation of some kind (whether legal or ethical) to
explicitly flag Al-generated content. This is partly because
‘human review’ is an imprecise concept: it’s hard to know
how engaged the human reviewer was in the process, espe-
cially if large amounts of Al content are to be reviewed,
because of the risk of ‘automation bias’ (see again Zerilli
et al., 2019). But we also feel consumers have a right to
know how much Al-generated content they are seeing: in
other words, to know what the editorial practices on this
matter are, for a given outlet.

Social media companies

Social media companies’ business model is different from
that of mainstream media companies. They both have incen-
tives to maximise the viewer/user base; but social media
companies have less incentive to present themselves as
trusted information providers. Famously, under Section. 230
of the US Communications Decency Act, social media com-
panies are not responsible for the content they disseminate:
rather, platform users have responsibility for the content they
post. Individual users have incentives to disseminate Al-
generated content, to increase the volume of content they
produce. This could be motivated on financial grounds,
to increase revenue from advertising, or simply through a
desire to reach a large audience, to promote a political mes-
sage, for instance. Reputation for individual users in this
latter case is less of an issue, because users on social media
are somewhat anonymous: it is easy for an individual to
create multiple accounts, or to migrate between accounts,
even if these practices are discouraged by most platforms.
This means that large volumes of Al-generated content are
likely to proliferate on social media platforms, as uptake of
generators becomes a common public practice.

These considerations again lead us to recommend that
social media companies should be required to use reliable
Al-generated content identifiers when these are available,
to systematically vet all content posted on their platforms,
and moderate Al-generated content appropriately when
it is found. We believe this is a crucial new regulatory
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requirement, with an important role in preventing the dis-
semination of content that is unconnected to traditional
human production mechanisms, and an important role in
extending society’s existing mechanisms for regulating
human communication into the new domain of Al-generated
content.

Web search companies

Another important type of Al-content provider is ‘fully Al-
generated’ websites. These are websites which are set up to
cheaply disseminate information, in the interest of attracting
users visiting from search engines (see e.g. Ryan-Mosley,
2023). They exist independently on the Web, rather than
within a social media platform. The relevant actors for iden-
tifying Al-generated content in this case are Web search
companies.

It is important that search engines deploy any reliable Al
identification methods that exist, to systematically look for
Al-generated sites, and inform their users of any sites that
are found, whether by flagging identified sites or downrank-
ing them in search results. We believe that the search engine
companies are intrinsically motivated to do this, to retain
the trust of their users. In this sense, the free market cre-
ates incentives to use Al-content identifiers, as in the cases
discussed above. But competition among search engines is
not always strong; Google is still the dominant market leader
(Oberlo, 2024). So we suggest policymakers should monitor
whether free market considerations are sufficient to motivate
search companies to make good use of Al content-identifi-
cation resources. The EU’s Digital Markets Act (EU, 2022)
should enable this kind of monitoring, at least for search
companies operating within the EU.

How should media companies moderate
the Al-generated content they identify?

Moderation methods are different for different types of
media provider, so we will consider them separately. But we
suggest one general rule for all providers: any content that
is disseminated (or linked) that is identified as Al-generated
should be clearly flagged as such.

Mainstream media companies

For mainstream media companies, the decision to publish
a piece of Al-generated content will be taken by a human
editor. Editors should certainly be able to run Al-generated
content if they choose, as already noted. The key question
is how to flag such content when it is published. There are
various options to be explored. A textual flag could suf-
fice, provided it is presented prominently enough to alert
the consumer. A graphical flag could also be designed, that
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conventionally denotes Al-generated content: perhaps an
image of a robot with a pen.

Social media companies

For social media companies, decisions in relation to Al-
generated content fall within the domain of content modera-
tion. Content moderation methods on social media platforms
involve many automated classifiers, looking for content of
different kinds. Some moderation actions are taken auto-
matically; others are passed to human moderators for final
decisions. We recommend that Al-content detectors are
incorporated into these moderation processes, to implement
the following policy.

In the case where a single individual or group creates
multiple accounts (‘burner accounts’), that all disseminate
Al-generated content pursuing a single goal, we recommend
the appropriate moderation action is to remove this coordi-
nated set of accounts altogether. This already seems to be
standard policy for several social media platforms, such as
Meta (see e.g. Facebook, 2023). Obviously the usual provi-
sions for challenges and transparency should apply in such
cases, as they do whenever an account is deleted.

In the case where a single user posts Al-generated con-
tent, we suggest the content can always be left in place,
provided it does not violate other company policies. But it
should again be clearly flagged as Al-generated. For users
who are posting large amounts of Al-generated content, for
the sole purposes of increasing user engagement and adver-
tising revenue, we suggest a further measure: content from
such users should be downranked in platform recommender
algorithms, so it disseminates less rapidly than other types
of content. The amount of downranking of content from a
given user could be a function of the amount of Al-generated
content they are posting. (More generally, there could be
limits imposed on the volume of Al-content disseminated by
the platform as a whole, similar to the limits on the amount
of pollution that can be produced by heavy industry.)

In addition to the above moderation policies (or perhaps
instead of them), we suggest social media users should have
broader agency of their own in relation to Al-generated con-
tent. We suggest users should be able to configure settings
for their own account so they can opt out of receiving any
content that has been reliably identified as Al-generated,
whatever its source. An alternative measure would be to
allow users to opt in to receiving Al-generated content,
so the default policy is that they receive none. The right
choices here will depend on balancing the risks inherent
in AI content moderation against those resulting from the
unmoderated dissemination of Al content. We discuss how
to approach this in the next subsection.

Finally, we suggest that social media companies have cer-
tain new obligations in their reports to the general public,
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if reliable AI content detection methods exist. They should
report the overall amount of Al-generated content on their
platforms, as part of regular transparency reporting. They
should also report fluctuations in this amount, which may
be linked to elections or other political events. And they
should report the proportion of Al-generated content they
removed—as well as the proportion of users who opted in
(or out) of receiving Al-generated content, if these options
are available. These reports are important in timely identifi-
cation of risks arising from misinformation.

Web search companies

Web search companies already have mature policies that
withhold or downrank content from untrusted providers.
We suggest that Al-generated content should feature within
these policies. In particular, websites that provide large
amounts of Al-generated content, and do not clearly identify
this content as Al generated, should be withheld from search
results.* Websites which occupy the ‘borderline’ on this cri-
terion should be downranked in the search results. Google’s
current stated policy is to rank content by quality, without
regard for its human or Al origin (see e.g. Schwartz, 2024;
Tucker, 2024). But there are likely already penalties for Al
content that is presented deceptively as human-generated. If
there aren’t, we suggest there should be.

In order to have some oversight over policies of this kind,
as with social media companies, we also suggest that search
companies should be required to report the overall amount
of Al-generated content they identify on the Web, as part of
their regular transparency reporting. Again, the EU’s Digital
Markets Act may provide helpful mechanisms of overseeing
this reporting.

Communication when Al-content detection is unreliable

In all the above policies, it is important to cater for circum-
stances when reliable Al-content detection mechanisms are
not available. In such contexts, the absence of an ‘Al-gener-
ated’ flag on a piece of content does not positively indicate
it is human-generated—and consumers need to know this.
We suggest that in such situations, media companies display
a general message for users, indicating that normal methods

4 A more far-reaching idea, which goes beyond the scope of the
current paper, is that a cap could be imposed on the amount of Al-
generated content a single provider can make available. The idea of
capping ‘volume’ of content has precedents in other areas of regula-
tion—for instance, in the regulation of polluters. A rule of this kind
may be useful in addressing wider problems of information overload
(see e.g. Holyst et al., 2024). Such a rule could potentially make use
of an Al content detection tool—but it might more practically be
enforced by restrictions on compute resources allocated to companies
(see Sastry et al., 2024 for a relevant proposal).

for moderating Al-generated content are not running, or are
impaired. This may be presented in some prominent place
in a newspaper, or on the user’s app screen.

Balancing the risks of Al-content moderation
against the risks of Al-content proliferation

In any discussion of automated tools for identifying Al-gen-
erated content, it is vital to consider the effects of errors in
tool performance. We are aiming for ‘reliable’ tools, but in
practice errors will always occur, and they can be harmful.
False positives, where human-generated content is wrongly
identified as Al-generated, are particularly harmful—at
least, in that they create harms to the reputation of indi-
vidual human generators of content, and may also infringe
their rights to free expression, if identification triggers mod-
eration actions. False negatives are also harmful, of course
in misleading content consumers. How can these harms be
balanced against the risks of unmoderated proliferation of
Al-generated content? We suggest the main focus should
be on minimising false positives. It will also be important
to check for biases in false positives: we do not want to see
more false positives for some demographic groups than oth-
ers. There is clearly a need for discussion between agencies
and providers as to what counts as a ‘reliable’ identification
method. In relation to the EU’s Al Act, this will likely be
decided as a technical standard, rather than in black-letter
law, because the appropriate definition is likely to change
as technologies advance.

Another important question concerns what stance to take
for content that is generated partly by humans and partly
by Al For instance, if a user writes a text then asks GPT to
‘tidy it up’, we would not want this to be identified as a piece
of ‘Al-generated content’. It is difficult to identify mixed
human-LLM text using a classifier running externally to
the provider company (see e.g. Gao et al., 2024). Detection
methods that rely on company support have a strong advan-
tage here, because they can make reference to the context in
which the content was generated, including (crucially) the
prompt history that led to the generated item. For instance,
a company can choose to omit the identifying watermark or
provenance metadata in cases where the human had a size-
able role in creating the content—or to omit the generated
content from the logged content, if a log-based detector is
implemented.

A final important consideration in any discussion of con-
tent moderation is freedom of speech. As a general rule,
moderating content provided by a person infringes their
right to freedom of expression if he/she does not give clear
consent to the moderator. This is a fundamental human
right—though of course, the right to freedom of expres-
sion often trades off against other human rights (see e.g.
Heyman, 1998). But in the case of Al-generated content,
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some completely new considerations may arise. If Joe posts
a piece of content that was produced (from scratch) by an Al
system, and this content is moderated, is Joe’s right to free
expression in any way being curtailed? Ex hypothesi, Joe
did not express the content. Joe disseminated it (by posting
it), but he didn’t create it. Of course, there are gradations of
human involvement in Al content generation, as just dis-
cussed: the more involved Joe is in the process, the more
rights he has. The act of posting content can likewise involve
gradations of human involvement. Nonetheless, the concept
of freedom of expression may apply somewhat differently
to Al-generated content—arguably removing some of the
difficult issues that arise in most content moderation. The
strong moderation actions we recommended above for media
companies all apply in cases where the human provider is
minimally involved, or not involved at all, and particularly
if the provider is anonymous.

Support for reliable identification
mechanisms in the wider tech world

In the previous section, we asked how reliable methods for
identifying Al-generated content should be deployed, if they
are available. But as discussed in the section before that, we
find ourselves in a new adversarial situation, in which some
actors have incentives to defeat the dominant identification
methods. In this section, we conclude by considering what
policies would help give identification methods the upper
hand in this new arms race. Of course, we can learn a lot
from long-running arms races in other areas—for instance,
relating to search engine optimisation or malicious content
detection. In particular, techniques for identifying coordi-
nated malicious efforts (see e.g. Pacheco et al., 2021) will
readily extend to Al-fuelled disinformation campaigns. But
the Al-content-detection arms race also offers new techni-
cal opportunities for interventions, because the adversarial
content in this case is all Al-generated. In this section, we
review these new opportunities.

Regulation on provenance-authentication protocols

As we noted earlier, requiring the providers of Al content
generators to support detection only covers one method
for identifying Al-generated content. Another method
involves establishing broader protocols for provenance
authentication, that apply to human-generated content as
well as Al-generated content. Through these protocols,
trusted providers of content, whether Al-generated or
human-generated, can positively identify the content they
provide. Content whose provenance is not authenticated
can then be regarded with more caution, and perhaps
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moderated accordingly. The details of a workable prove-
nance-authentication scheme still remain to be worked out:
implementing such a scheme is a long term project. In par-
ticular, it is important to implement a way of authenticat-
ing content as produced by an individual person, without
disclosing this person’s identity. (A system such as that
used for German ID cards is one possibility here; see e.g.
Poller et al., 2012.)

We also noted earlier that provenance authentication
mechanisms require support throughout the information
ecosystem, from creation and capture, through transmis-
sion and modification, to final display. So if there is to be
regulation in this area, it must be separate from regula-
tion focussed narrowly on Al providers. In this section,
we will consider possible regulatory actions relating to
provenance-authentication.

Our main point is that rules requiring Al providers to
support content detection and rules requiring the wider
ecosystem to adopt provenance methods should not be
seen as alternatives to one another. We see roles for both
types of rule. Crucially, neither type of rule provides a
failsafe method for the identification of Al-generated con-
tent, in the arms race we are embarking on. As we already
stressed above, the rules in the AI Act will sometimes be
defeated by adversaries, will be flatly ignored by mali-
cious actors, and will not thoroughly permeate the open-
source generator ecosystem. A provenance scheme pro-
vides a good supplement to detector tools. Conversely, a
provenance-authentication scheme is also fallible, and has
important limits. For instance, authentication information
can often be removed or changed if a piece of content is
copied. It will also be difficult to instrument every device
that can manipulate content.

As already noted, voluntary schemes for adopting
provenance protocols are already beginning to infiltrate
the tech world. But widespread adoption is necessary to
ensure the success of a provenance scheme. We believe
this will only be possible if broader legislation supporting
provenance-authentication is enacted. But crucially, this
broader legislation should complement legislation requir-
ing providers of Al content generators to support detection
mechanisms.

Once again, the EU’s Al Act is very well formulated to
accommodate provenance authentication schemes. Recital
70a, which states the context for rules on content identi-
fication, makes reference to provenance schemes as well
as to detection methods. But Article 52.1(a), which states
the obligations on Al providers, refers only to support for
detection methods. The Act would therefore dovetail well
with additional broader rules about provenance authentica-
tion. Biden’s Executive Order also envisages a division of
labour between detection schemes and provenance authen-
tication schemes.

| Journal : Large 10676 Article No : 9795 Pages : 13

MS Code : 9795

Dispatch : 15-8-2024

849
850
851
852
853
854
855
856
857
858
859
860
861
862
863
864
865
866
867
868
869
870
871
872
873
874
875
876
877
878
879
880
881
882
883
884
885
886
887
888
889
890
891
892
893
894
895
896
897
898
899
900
901



902
903

904
905
906
907
908
909
910
M
912
913
914
915
916
917
918
919
920
921
922
923
924
925
926
927
928
929
930
931
932

933
934

935
936
937
938
939
940
941
942

943

944
945
946
947

Al content detection in the emerging information ecosystem: new obligations for media and tech...

Page 110f 13 _####

Regulation preventing the open-sourcing
of ‘frontier’ Al models

Enforcing regulations on Al systems is harder in the open-
source world than for proprietary commercial systems. For
instance, as we discussed earlier in the paper, the rule that
Al providers must support detection mechanisms is harder
to enforce for open-source Al generators than for com-
mercial generators. Copies of open-source generators can
proliferate, existing code supporting detection can be mod-
ified or removed. Open-source generators are also helpful
to actors looking for ways to evade detectors elsewhere
in the ecosystem: they provide a platform for exploring
evasion methods.

A debate is emerging between groups seeking to promote
the practice of open-sourcing generative Al models (such
as the Al Alliance) and groups seeking to prevent the prac-
tice: see Bommasani et al. (2023) for a good overview. In
relation to detection of Al-generated content, we see con-
siderable risks in the practice of open-sourcing generative
Al models—especially for the ‘frontier’ models with the
best performance, created by the best-resourced providers.
In this sense, we align ourselves with the recent stance of
Seger et al. (2023), who argue persuasively that many risks
arise from the open-sourcing of these frontier models. We
suggest that regulation that prevents the open-sourcing of
new frontier models (or in Seger’s terms, ‘highly capable’
Al models) will do a great deal to stack the playing field in
favour of reliable Al-content identification mechanisms. (A
recent analysis by Kapoor et al., 2024 also summarises risks
of open-source foundation models, but is more equivocal in
its conclusions.)

Support for applied research in detection
mechanisms

In the adversarial climate we sketched above, new or
extended detection mechanisms for Al-generated content
will always be needed. This research could come from
academia or from industry: in either case, there is a good
argument that governments should actively support such
research. Results from this research should perhaps be kept
out of public venues, if this would make it harder for new
schemes to be attacked.

Support for compliance with identification schemes

Rules requiring provenance-authentication schemes and
rules requiring Al providers to support detection schemes
obviously need to be enforced, in jurisdictions where they
apply. In these contexts, policymakers also have a role in

resourcing compliance and enforcement efforts, and making
enforcement as efficient as possible.

As regards compliance, it is vitally important to consider
the financial costs of complying with mandated detection or
provenance-authentication schemes—especially given the
importance of making identification methods available at
low costs (which we have already emphasised). We might
imagine governments bearing some of these costs—espe-
cially for smaller companies, for whom they would be par-
ticularly burdensome. At a national level, institutions like the
UK’s new Al Safety Institute may have a role to play here.
International bodies could also have a role; for instance, the
EU’s newly formed Al Office.

As regards efficiency, there are two useful directions.
Firstly, large providers of Al generators which are not pro-
viding all possible support for detection tools should be a
focus for enforcement. Part of the effort should be to dis-
seminate good information about the best available tools to
providers. Providers in the open-source community may be a
particular focus here. Secondly, certain links in the informa-
tion ecosystem have particular roles in attacks on Al-content
detection methods. For instance, as we have already dis-
cussed, systems that paraphrase text or alter images can be
used to evade detection. It is particularly important that these
content-modification systems adopt provenance protocols, to
provide relevant information to content consumers.

Summary

In this paper, we have sketched the problems that are likely
to arise if Al-generated content disseminates into society on
a large scale without appropriate checks and balances. We
have summarised some recent policy initiatives in the EU
and US that address this scenario, by requiring Al provid-
ers to support mechanisms that allow reliable identification
of Al-generated content. We applaud these new initiatives.
They are not a panacea, but we judge that they will apply a
consistent impetus on Al providers, to create reliable detec-
tion mechanisms. They create a new dynamic context, in
which policymakers can consider some new questions.

Our paper considers what new options there are for poli-
cymakers in this new dynamic context. Our recommenda-
tions are of two types. Firstly, we recommend some new
rules about who should use reliable Al-content detectors,
when these are available, and how they should be used. Our
proposals here focus on new obligations for media compa-
nies. We make different recommendations for mainstream
media companies, social media companies and Web search
companies. Secondly, we recommend some new rules that
will help create an environment where reliable Al-generated
content identification methods exist. We suggest a vari-
ety of different rules: rules instituting broad protocols for
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provenance-authentication throughout the digital informa-
tion ecosystem; rules preventing the open-sourcing of new
‘frontier’ generative Al models; policies supporting applied
research in Al-generated content detection; and policies sup-
porting compliance with identification schemes, including
through assistance with costs of compliance.

Data availability No datasets were generated or analysed in the study
reported in this paper.
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